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南开大学数学科学学院2025——2026学年度数

理统计期末考试 A卷
回忆者：沽上旅人（微信公众号同名，欢迎关注）

注1：填空题的部分题干可能不准确

注2：大题的分值可能回忆有误

一、填空题（每空 分，共 分）


1. 的特征函数是 , 期望为 ，方差为 。


2.设 ,则检验：





的水平 的UMPT为：





它与正态总体中的 检验等价。

3.设 为关于假设





的水平 的UMPT，则它在检验类 中第 类错误概率最小；

在检验类 中第 类错误概率最小。


4.设 ，则 与 分布的关系为 。


5.设 ，向量 满足 ， ，则

。


6.设 ，非负定对称矩阵 的秩为 ，则 的充要条件是 

。

二（ 分）设 ，总体 服从对数正态分布 ，记 。


证明  ( 分)；


笔者批注：老师考前强调过优势检验的两个最优性要知道。
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求 的矩估计和极大似然估计（ 分）；


求假设： 





三（ 分）设分布族 是 正则分布族， 是 上的可导函

数，样本 为 的，设 是 的任一估计，且满足:










其中 为 信息量。


四（ 分）设 ，求假设：





的水平 的UMPT。


五（ 分）设 ， 。


若 ,给出 的一个好的点估计（ 分）；


若 ，求假设：





的水平 的似然比检验（ 分）。


六（ 分）设 ， ， 是未知参数。


求 的最小二乘估计( 分)；


写出平方和分解式( 分)；


写出判断 是否显著的ANOVA( 分)。


笔者批注：本题的工作量比较大，这个提示是试卷上附在题末的，老师也考虑到了绝大多人记不得对数

正态分布的密度函数是什么。




笔者批注：老师考前强调过要考 不等式。注意题干 是 的任一估计，而不是

，因此本题推广了 不等式的结论，但完全是仿照 不等式的证明方法去做的。

笔者批注：老师考前强调过要考指数型分布族的非单边的优势检验。

笔者批注：老师考前特意强调，多元部分出的题目比较简单，是一道两样本均值检验的问题，且要往单

样本均值检验上考虑，指向性已经非常明显了；并且也强调过似然比要会算。


笔者批注：老师考前强调过线性模型 系数的估计还有方差分解要会。
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七（ 分） 设 ，其中 是总体的累积分布函数，设 是其经验分布

函数，证明 是 的极大似然估计。



笔者批注：老师考前说非参数部分出了一道 分的大题我们不一定会做，这道题目确实挺难的。
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